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The influence of a slight temperature change on the correlation of multiply scattered acoustic waves is
studied, and experimental results are discussed. The technique presented here, similar to diffusing-acoustic-
wave spectroscopy, is based on the sensitivity of a multiply scattering medium to a slight change. Ultrasonic
waves around 3 MHz are transmitted through a sample made of steel rods in water and recorded by an array
of transducers at different temperatures. The cross correlations between highly scattered signals are computed.
The main effect of the temperature change is a simple dilation of the times of arrival, due to a change of the
sound velocity in water. But the scatterers also play a role in the progressive decorrelation of wave forms. An
analysis resolved in both time and frequency shows that at some particular frequencies, the resonant behavior
of the scatterers is responsible for a significantly larger decorrelation. Interestingly, the experimental results
allow one to detect the presence of a small resonance that was not detected earlier on the same scatterers with
classical measurement of the scattering mean free path. A simple model is proposed to interpret the experi-
mental results.
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I. INTRODUCTION

The propagation of a wave—whatever its physical
nature—in a strongly scattering medium gives rise to com-
plicated, randomlike wave forms. As the order of scattering
grows, the measured wave forms become more and more
sensitive to a slight perturbation of the medium. This can be
a disadvantage for applications such as telecommunications
which require the propagation channel to remain stable dur-
ing the transmission. Yet one can also exploit the sensitivity
of multiply scattered waves to quantify the change. This is
the core of techniques known as diffusing-wave spectros-
copy in optics �1,2�, coda-wave interferometry �3–5�, or the
“doublet method” �6,7� in seismology or diffusing acoustic
wave spectroscopy �8–10� in acoustics. Usually the perturba-
tion of the medium is due to the movement of scatterers
�e.g., particles in a suspension, bubbles in a liquid, etc.�. In
acoustics, detectors measure the wave field itself �amplitude
and phase�, which makes it possible to estimate directly the
field-field correlation function and monitor the progressive
decorrelation as the change in the medium becomes stronger.

In this paper, we consider a particular situation: the scat-
tering structure does not move, but its temperature changes
�11–14�. The evolution of scattered field is probed with ul-
trasonic waves in the MHz range. This is similar to diffusing
acoustic wave spectroscopy �DAWS�, except that the scatter-
ers are fixed and the sound velocities are affected by the
temperature change. We will study the field-field time corre-
lation of multiply scattered waves �coda� in an open medium
before and after a slight temperature change and, particularly,
its dependence on time and frequency.

On the one hand, this question is closely related to time-
reversal experiments in a changing environment �15–20�. In-
deed, because of reciprocity, the field that is recreated at the
source by a time-reversal device is directly proportional to
the time autocorrelation of the scattered waves. If the me-
dium has been perturbed before the wave is actually sent
backward, the focusing amplitude will be degraded by a cer-

tain amount which is related to the degree of correlation
between scattered waves before and after the perturbation.
The amount of perturbation required to make the correlation
drop by, say, 50% is a measurement of the sensitivity of the
propagation medium to a particular change. This parameter
is crucial for all applications of time-reversal focusing in real
environments �acoustic waves in the ocean, microwaves for
indoor communication, etc.�. It is also analogous to the no-
tion of fidelity �Loschmidt echo� in quantum physics �21�.

On the other hand, aside from its connection with time-
reversal, the sensitivity to a perturbation can be used as a
tool to characterize a complex medium. For example, DAWS
techniques were successfully applied to characterizing par-
ticle dynamics in fluidized suspensions �8�, to distinguish
between ballistic and random motions of scatterers in a re-
verberant cavity �22�, or to reveal the degree of ray chaos in
a solid block undergoing a temperature change �13�. In the
experimental situation we consider here, ultrasonic waves are
transmitted through a slab containing resonant scatterers
which will be shown to exhibit an increased sensitivity
around a particular resonance frequency that was not re-
vealed by other measurements of transport parameters �mean
free paths, diffusion constant�.

II. EXPERIMENTAL PROCEDURE

The experiment was carried out in a large tank of water
which was heated to a temperature of T=25 °C. Then, as the
water was cooling down, acquisitions of multiply scattering
signals were performed using the experimental setup de-
picted in Fig. 1. A subwavelength piezoelectric element
transmitted a short ultrasonic pulse �three cycles of a 3-MHz
sine wave� that propagated through water and encountered a
sample made of a random collection of vertical steel rods,
with a density of 18.75 cm−2 and a diameter of 0.8 mm �for
comparison, the average wavelength in water was 0.47 mm�.
In the 2.4–4-MHz frequency range, the elastic mean free
path �e of the scattering medium changes with frequency and
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was found to vary between 3 and 7 mm �23,24�. Experimen-
tally, the maximum value was attained around 2.7 MHz,
which corresponded to a resonance of the rods. In this range
of frequency, the sample thickness �L=40 mm� was much
larger than the mean free path. As a consequence, the wave
underwent strong multiple scattering as it traversed the
sample. The multiply scattered pressure field emerging from
the sample was recorded on the 128 subwavelength elements
of the receiving array. An average over 50 emissions was
performed to enhance the signal-to-noise ratio. The tempera-
ture of the water was monitored in different locations by
three PT100 probes which measured temperature changes
with a 0.02 °C accuracy. Within this accuracy, the tempera-
ture was homogeneous in the body of water and constant
over the 50 emissions. Note that the vertical dimensions of
the rods, the emitter, and the array were sufficiently large,
compared to the wavelength, to consider the setup as two
dimensional.

Let us denote hi�t� the reference signal, at T=25 °C, re-
corded on element i at time t. An example of such a signal,
for i=64, is shown in Fig. 2�a�. While the duration of the
emitted pulse was 1 �s, the measured wave form showed a
very long coda that spread over more than 350 �s, which is
typical of multiple scattering. One of the main parameters of
a multiply scattering sample is its diffusion time �propor-
tional to the Thouless time�. The ensemble averaged intensity
�h2�t��= I�t� is often referred to as the “time-of-flight distri-
bution” for the intensity �25,26�. In a slab with thickness L,
when the diffusion approximation holds �L��e , ct��e�,
analytic expressions can be established: I�t� obeys a diffu-
sion equation �with the appropriate boundary conditions�,
and shows at late times an exponential decay with a typical
time tD�L2 /�2D. Here the diffusion constant D can be very
roughly estimated by D= 1

2c�e�3.75 mm2 /�s, hence tD
�40 �s. This approximate value is consistent with the ex-
perimental observations: after the maximum, the decay time
of the squared envelope of the coda, averaged on the 128
receivers, is 45 �s �see Fig. 2�b��. Note that this comparison
is very crude: intrinsic absorption has been ignored, as well
as the frequency dependence of the diffusion constant and
possible localization effects at late times �27�. Yet the order
of magnitude is in fairly good agreement with the experi-
mental decay time. If the diffusion approximation is not
valid, more complex approaches involving solutions of the
radiative transfer equation may be required �25,28�. From a

physical point of view, the typical decay time �D of I�t� de-
pends on the sample thickness, its mean free path, and the
wave speed. Another way to quantify the duration of I�t� is to
calculate the length of the time interval around the maximum
to capture, e.g., 50% or 90% of the total energy in the coda.
The experimental measurements yield ��50=42 �s and
��90=120 �s, and the maximum value of I�t� occurs at �M

=206 �s �i.e., 19 �s after the ballistic time�.
As the temperature decreases to T−�T, the new signal is

denoted hi
�T�t�. The effect of a temperature decrease is illus-

trated in Fig. 3, which displays a comparison between the
reference signal and that obtained for �T=0.2 °C on two
different time windows. The wave that propagated in colder
water looks like a time-delayed version of the reference
wave. Furthermore, the delay is increasing with the arrival
time, as the shift in Fig. 3�b� is larger than in Fig. 3�a�. A
more quantitative investigation consists in computing corre-
lation functions. Let us denote h�t ;� ,��� the reference sig-
nal, taken on time window �� ,�+���, and consider its cor-
relation with h�T�t�:

g�t� = �
i=1

128	 d� hi��;�,���hi
�T�� + t� . �1�

The cross-correlation function g�t� exhibits a peak at time �t,
which gives an estimate of the time delay between the two

FIG. 1. �Color online� Sketch of the experimental setup. The
source �a� emits a short pulse that propagates through the slab. The
scattered waves are recorded on a 128-element array �b�. The tem-
perature is monitored by three PT-100 probes �not shown�.
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FIG. 2. �a� The pressure field recorded by the central element of
the array �i=64� for the reference temperature T=25 °C. The time
origin corresponds to the incident pulse emission. �b� Normalized
mean intensity of the scattered signals as a function of time �log
scale�. Between 250 �s and 500 �s, the decay of the intensity is
nearly exponential with a characteristic time �D�45 �s �straight
dotted line�.
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signals. As an example, Fig. 4 shows g�t� calculated for the
395–400 �s window drawn in Fig. 3�b�. In this case, the
peak of correlation is found at �t=0.13 �s, indicating that
the decrease of 0.2 °C in temperature made the signal arrive
0.13 �s later. However, the effect of the temperature change
is not a pure time shift: the signal is also slightly distorted. A
measurement of this distortion is given by the amplitude of
correlation Gi, estimated by comparing the �� ,�+��� win-
dow of hi with the ��+�t ,�+�t+��� window of hi

�T:

Gi =
	 dt hi�t;�,���hi

�T�t + �t;� + �t,���


	 dt�hi�t;�,����2	 dt�hi
�T�t + �t;� + �t,����2�1/2

.

�2�

In the example of Fig. 3�b�, G64 is found to be 0.98, which
means that the signals are very similar in shape. Taking ben-
efit of the 128 acquired signals, one can calculate the mean
correlation G and the observed standard deviation �G:

G =
1

128�
i

Gi, �3a�

�G =
1

8� 1

128�
i

�Gi − G�21/2
, �3b�

where the 1 /8=1 /�64 factor in �3b� accounts for the fact
that we consider that our 128 transducers give us 64 uncor-
related measurements. A correction may be applied in order
to take into account the possible presence of additive noise
�see Appendix A�. However, in our experimental conditions,
the corrective term was negligible �between 10−6 and 10−2�.

Before presenting the experimental results, it is worth em-
phasizing the importance of having 128 receivers for this
experiment �which is not limited to estimating the statistical
dispersion �G�. The sum on the 128 channels that appears in
Eq. �1� can be necessary to determine unambiguously the
peak of correlation. As an illustration, Fig. 5 presents plots of
the correlation g�t� for a temperature decrease of �T=2 °C,
when a 5-�s time window starting at 300 �s is considered
�i.e., 113 �s after the ballistic time�. While the sum over the
128 channels gives a clear peak around 2 �s, the correlation
is not sufficient to determine the proper time shift when it is
performed on a single channel. This is very similar to time-
reversal focusing through a multiply scattering slab: a sig-
nificant focusing peak �in space and in time� can be obtained
with a single transducer, provided the time window is large
enough compared to the correlation time of the scattered sig-
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FIG. 3. Close-up of two parts of Fig. 2 �solid lines� and com-
parison with the signal acquired on the same array element for a
temperature decrease of 0.2 °C �dashed lines�. �a� Early times. �b�
Later times. The signals are very similar, except for a global time
translation, which is larger for later times.
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FIG. 4. The cross-correlation function of Eq. �1� calculated for
the two signals shown in Fig. 3�b�. The maximum occurs for �t
=0.13 �s.
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FIG. 5. The correlation function for a �T=2 °C decrease is
calculated on a time window ��=5 �s wide centered at �
=300 �s, with only one channel �upper plot� and with averaging
over the 128 channels �lower plot�.
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nals; for smaller time windows, which are required in a time-
resolved experiment, it is necessary to use an array and not
just a single element to see the focusing peak emerge unam-
biguously �19,29�.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The measurements are performed in the time domain. The
incoming signals are short ultrasonic pulses with a central
frequency of 3 MHz and the frequency band we consider
here is 2.4–4 MHz. To investigate the influence of a slight
temperature change �T on the multiply scattered signals, we
study the impact of �T both on the time shift �t and on the
amplitude of correlation G. We will particularly focus on
three kinds of situation: �A� the beginning time � is taken at
the ballistic time �first arrival� and G is measured as a func-
tion of the duration of the time-window ��; �B� �� is fixed
to a value much smaller than �D, so that the envelope of the
coda is constant within that window, and G is measured as a
function of �, the central time of the window; �C� same as
�B� except that signals are filtered in narrow frequency bands
and G is measured as a function of � and of the central
frequency of the filter.

A. Influence of the time window width

Figure 6 displays the time shift �t and the amplitude of
correlation G as functions of the temperature decrease �T,
when the complete signals are taken for the analysis ���
→��. As the temperature decreases, the multiply scattered
signal undergoes an increasing time delay and its correlation
with the reference signal gradually deteriorates. These effects
can be well understood and accounted for by a simple “shot-
noise” model �19,30�. Ideally, the determination of G would
require precise knowledge of the scattered signals, which is
of course out of reach. However, as is often the case for
treating propagation in multiply scattering media, one can
follow a statistical approach. The scattered signal h�t� is con-

sidered as one realization of a random process. It is repre-
sented as a series of replicas of the incoming pulse e�t� ar-
riving at random times tn:

h�t� = �
n

e�t − tn� . �4�

Time tn represents the travel time corresponding to the nth
scattering path within the sample; tn and tp �n�p� are as-
sumed to be independent and identically distributed random
variables. Although correlations between scatterers may exist
�23� and yield a correlation between the arrival times, they
are neglected here. The probability density function for the
arrival times is denoted A�t�. The possible values for tn may
extend from the ballistic time to infinity, but a physical mea-
surement of the typical spreading of A�t� is given by �D. The
incoming signal e�t� is assumed to contain no continuous
component, and its duration is much smaller that the time
spreading of the coda. Thus, the statistical average of the
scattered signal is

�h�t�� = �
n
	 e�t − tn�A�tn�dtn = 0 �5�

and its variance is given by:

�h2�t�� = �
p

�
n�p

	 	 e�t − tn�e�t − tp�A�tn�A�tp�dtndtp

+ �
n
	 e�t − tn�2A�tn�dtn �6�

=A�t�Nsp	 e2�t�dt , �7�

with Nsp the total number of scattering paths. For simplicity,
we will assume that the incoming signal is normalized so
that �e2�t�dt=1. Then A�t�Nsp can be identified with the
time-of-flight distribution for the intensity, I�t�= �h2�t��. An-
other important statistical parameter is the autocorrelation
function of the scattered signal:

�h�t1�h�t2�� = �
p

�
n�p

	 	 e�t1 − tn�e�t2 − tp�A�tn�A�tp�dtndtp

+ �
n
	 e�t1 − tn�e�t2 − tn�A�tn�dtn �8�

=I„�t1 + t2�/2…r�t2 − t1� , �9�

with r�t�=e�t� � e�−t�=�e���e�t+��d�. The typical correla-
tion time for the scattered wave form is therefore determined
by the initial pulse length.

Note that other forms of shot-noise models can be consid-
ered. For instance, the decay of the amplitude with the path
length �1 /�ctn in two dimensions, 1 /ctn in three dimensions�
can be incorporated. Alternatively, the arrival times can be
assumed to be uniformly distributed and the amplitude asso-
ciated with each path treated as independent random vari-
ables. As a whole, the multiply scattered signal can be con-
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FIG. 6. Experimental results: amplitude of correlation G
�circles� and time shift �t �squares� as functions of temperature
decrease �T for a correlation calculated from the entire coda ���
=390 �s�. Solid line: prediction of the model.
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sidered as a nonstationary random process with a variance
that changes with time. These various approaches yield the
same conclusion: h�t� is modeled as a zero-mean nonstation-
ary process with a correlation time determined by the incom-
ing pulse �or equivalently the inverse of the frequency band-
width� and a variance proportional to the time-of-flight
distribution I�t�, which shows a characteristic time—e.g., �D

or �90. Moreover, if the number of paths arriving at time t is
large enough, h�t� can be assumed to have Gaussian statistics
�by virtue of the central-limit theorem�. This assumption can
be useful to evaluate higher-order moments of the scattered
signals, if necessary.

When the temperature decreases �T→T−�T�, ultrasonic
waves propagate more slowly in water �c→c−�c� and the
travel time tn becomes tn�= tn / �1−�c /c���1+�c /c�tn. For
water around 25 °C, we have �in mm /�s� �c=2.7
	10−3�T+3.4	10−5�T2 �31�, so �c /c=0.18% for �T
=1 °C and �c /c=0.76% for �T=4 °C, which is the largest
temperature change we will consider here. Following the
shot-noise approach, the effect of a temperature change is a
change of sound speed which results in a pure time dilation
of the arrival times in the scattered signal, the dilation factor
being here very close to unity:

h�T�t� = �
n

e�t − tn�� = �
n

e�t − tn�1 + �c/c�� . �10�

The cross correlation between the scattered wave forms be-
fore and after the change in temperature reads

g�t� =	 h���h�T�t + ��d� . �11�

Its average value is

�g�t�� =	 �
p

�
n�p

e�� − tn�e�t + � − tp��A�tn�A�tp�dtndtpd�

+	 	 �
n

e�� − tn�e�t + � − tn��A�tn�dtnd�

=	 I���r�t − ��c/c�d� . �12�

Once the time-of-flight distribution I�t� is estimated from the
experimental measurements �see Fig. 2�b��, Eq. �12� can be
used to obtain �g�t��, giving the prediction of the shot-noise
model for the time shift �t and the amplitude of correlation
G. Figure 6 shows that the agreement with the experimental
measurements is excellent, demonstrating that the shot-noise
model picks the main features of the effect of the tempera-
ture change on the correlation.

From Eq. �12�, it is difficult to give general expressions
for �t and G, but approximate results can be obtained in
simple cases, which we discuss now.

First, an equivalent expression for Eq. �12� is

�g�t�� =
c

�c
	 I� c

�c
��r�� − t�d� . �13�

Since I�t� is maximum at a time �M and its typical duration is
��90, I� c

�c�� takes significant values for ��M−��90 /2��c /c

�
 ��M+��90 /2��c /c. Furthermore, as r�t� is maximum
at t=0, G should attain its maximum value for a time shift
�t��M�c /c, even though the precise value of �t depends on
the exact shape of I�t�. Besides, since the incoming signal
e�t� is a pulse with a central frequency f0=�0 /2�, r�t� be-
haves approximately as cos��0t� for �t�
1 / �4f0� nearly in-
dependently from the actual envelope of e�t�. When
��90�c /c�1 / �2f0�, G��I�t�dt=1 whereas G��r�t�dt=0
for ��90�c /c�1 / �2f0�. The transition occurs when half a
period of the cosine cos��0t� embraces the typical spreading
��90�c /c: in that case the integral in Eq. �13� will �very�
approximately be �90%−10%�	2 /��0.5 since 2 /� is the
mean value of the cosine over half a period. This gives the
relative change ��c /c�1/2 or the temperature change ��T�1/2
needed to provoke a significant decorrelation �G�0.5� of the
scattered signals �32,33�:

��c

c
�

1/2
�

1

2f0��90
= 0.14% , �14�

��T�1/2 �
c

2f0��90��c/�T�
= 0.77 ° C. �15�

The orders of magnitude are consistent with the experimental
results �Fig. 6�. Note that the dimensionless product Q
=�0��90 �or some other characteristic time for the duration
of the coda� is similar to a “coda quality factor” �here, in-
cluding diffusion and absorption effects�. It can serve as an
indicator of the sensitivity of the scattering response to a
small change: naturally, as Q is enlarged �i.e., strongly scat-
tering medium with little intrinsic absorption�, the medium
becomes more sensitive to a small perturbation of the sound
velocity.

Now, consider the case where the time window of interest
�� ,�+��� does not include the whole coda, but begins at a
given time �usually the ballistic time� and �� is progres-
sively varied. In that case the integral in Eq. �12� runs from �
to �+��. It has been assumed that �h�t��=0, which is valid if
�� is larger than the duration of the incoming pulse and if
only small time shifts �t are considered. Hence,

�g�t�� = 	
�

�+��

I���r�t − ��c/c�d� . �16�

For small values of �� relatively to the fluctuation time of
I�t�, it is worth considering the case were I�t� is approxi-
mately constant, which yields:

�g�t�� =
1

��

c

�c
	

��c/c

��+����c/c

r�� − t�d� , �17�

where we renormalized I�t� so that ��
�+��I���d�=1. Since r�t�

is even and reaches its maximum at t=0, the maximum of
�g�t�� is obtained for the center of the time window:
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�t =
�c

c
�� + ��/2� , �18a�

G =
2

��

c

�c
	

0

��/2 �c/c

r���d� . �18b�

Once again, since the incoming signal e�t� is a pulse with a
central frequency f0=�0 /2�, r�t� behaves approximately as
cos��0t� for �t�
1 / �4f0�. Therefore, as long as �c �� /2c

1 / �4f0�, we obtain

G = sinc��0��

2

�c

c
� , �19�

where sinc is the sinus cardinalis �sinc�x�=sin�x� /x�. The
condition �c �� /2c
1 / �4f0� requires that the elongation
�or contraction� of the arrival times due to the temperature
change must be smaller than a half period. Figures 7 and 8
show that the experimental results are in good agreement
with this prediction. Naturally, for large values of ��, the
time-of-flight distribution can no longer be considered as a

constant. In that case, G has to be calculated from Eq. �16�.
As we mentioned earlier, if the coda quality factor is such
that ��90�c /c�1 /2f0, then G will tend to 0 as the time-
window is enlarged. This is not always the case, as is shown
in Fig. 7: for a given �c /c, the coda may not spread long
enough �i.e., Q is too small� to reach the regime of full deco-
rrelation �G=0�. In that case G and �t show a plateau for
large values of �T.

B. Influence of the time of arrival

It is interesting to note that, in this simple model, the
decorrelation brought by the temperature change is not re-
lated to any “loss of information.” The apparent decorrela-
tion occurs only because the temperature decrease causes a
dilation of the arrival time, whereas an analysis based on
standard correlation functions considers time translations.
The amplitude of correlation given by Eq. �19� increases as
shorter time windows are considered, because the difference
between a dilation and a translation is less marked on short
windows. Whatever the length of the window, an important
prediction of the shot-noise model is that the loss of correla-
tion should not depend on the position of the selected win-
dow. The arrival times that lie between � and �+�� are
stretched into the interval ��+� �c /c ,�+��+� �c /c
+�� �c /c�, but the elongation of the time window, which is
the origin of the decorrelation, is �� �c /c independently
from �. In other words, there should be no “dynamic effect”:
for a fixed ��, G should remain the same whether the win-
dow is taken at the beginning of the scattered signals or in
the late coda. In order to challenge this idea, let us now
consider short windows for our analysis ���=5 �s�—so
that Eqs. �19� and �18a� are valid expressions—and observe
how the correlation changes with the arrival time �. As al-
ready depicted by Fig. 3, the time shift �t increases with �.
Figure 9 shows that this increase is linear and well predicted
by Eq. �18a�, confirming that the main mechanism for the
time delay is indeed a time dilation. On the other hand, Fig.
10 brings a striking piece of evidence that the model is in-
complete: experimental data exhibit a stronger decorrelation
as one inspects later arrival times. There is indeed a “dy-
namic effect.”
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tion of the time window width for two different temperature de-
creases: �T=1 °C �open circles� and �T=3 °C �solid circles�. Pre-
dictions of the shot-noise model are also shown �solid lines�, along
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A refined model is thus needed to account for the influ-
ence of the arrival time on the decorrelation. The main defi-
ciency of the shot-noise model is to forget about the role of
the scatterers on the decorrelation. Indeed, the cumulated
phase for a signal traversing the sample does not come only
from its propagation through water, but also from all the
scatterings it underwent. Consequently, if the behavior of the
scatterers is influenced by the temperature, it may have an
effect on the correlation. When a monochromatic plane wave
ei�k0r−�t� impinges on a rod, in the far field the scattered wave
is cylindrical with an amplitude a depending on the scatter-
ing angle �: a���ei�k0r−�t� /�r with r the distance from the
scatterer. The differential scattering cross section ����
= �a����2 as well as the total scattering cross section �T
=�0

2��a����2d� are fundamental quantities that determine the
elastic and transport mean free paths and the importance of
multiply scattering phenomena in a slab. But these param-
eters do not give information about the phase difference
brought by the scattering. For elastic scatterers with a size
comparable to the wavelength, resonances may occur. This
results in larger phase shifts between the incident and scat-
tered waves, which can be interpreted as a longer “dwell
time” for the wave inside the scatterer �24,34,35�. Moreover,
this phase shift strongly depends on the scattering angle and
should be affected by a change of temperature since the ve-
locities and densities of the ambient medium and of the scat-
terers vary with temperature. To give some orders of magni-
tude, Fig. 11 presents some characteristics for the wave
scattered by a steel rod �with radius 0.4 mm, cL
=5.7 mm /�s, cT=3 mm /�s, density 7.85 kg/liter� in water.

Figure 12 displays a simplified situation to explain how
we propose to refine the shot-noise model. Consider two
multiply scattered paths, denoted by A and B. Both paths
have the same total length  and both undergo N scatterings
during their traverse of the forest, labeled by their angles
��1

A , . . . ,�N
A� and ��1

B , . . . ,�N
B�, respectively. When the tem-

perature decreases by �T, waves follow the same paths, but
with a velocity c−�c, and each scattering occurs with a
slight phase difference ��� ,�T�. As a result, the total phase
shifts ��A and ��B induced by the temperature change are

��A =
�c

c

�

c
+ �

i=1

N

���i
A,�T� , �20a�

��B =
�c

c

�

c
+ �

i=1

N

���i
B,�T� . �20b�

Previously only the first terms of Eqs. �20a� and �20b�, which
are proportional to the “geometrical” phase shift � /c, were
considered: therefore ��A=��B and the effect of tempera-
ture was a pure time dilation. The additional terms in Eqs.
�20a� and �20b� take into account the phase sensitivity to
temperature of the wave scattered by one rod: paths A and B
are now differently affected even though their lengths are the
same. The phase associated with each path is not only deter-
mined by the path length, but becomes “history dependent”
since the additional contribution depends on the successive
scattering angles within a path. This is the physical origin of
the dynamic effect. We assume that successive scatterings in
a path are independent, so the mean value and variance of the
total phase-shift distribution are

���� =
�c

c

�

c
+ N��� , �21a�

���� − �����2� = N��
2 , �21b�

where ��� and ��
2 are the mean and variance of the phase

shift induced by the temperature change �T for the scattering
on one rod. As a consequence, ��� has an effect on the time
shift �t:

�t =
�c

c
� + N���

���
�

, �22�

where � is now the mean time of the window �i.e., windows
are ��−�� /2,�+�� /2��. Moreover, if the number of scatter-
ings, N���, is large, �� has Gaussian statistics and the am-
plitude of correlation becomes �see Appendix B�

G = sinc��c

c

� ��

2
exp�−

N���
2

��
2 , �23a�

�sinc��c

c

� ��

2
�1 −

N���
2

��
2 . �23b�

The decorrelation is thus related to the variance of the per-
turbation, which is a typical result for correlation of multiply
scattered waves �see, for example, Ref. �4�, where the per-
turbation is a displacement of the scatterers�. In the limit of
small decorrelation, it can be shown that the result is the
same even if the Gaussian assumption is not valid �see Ap-
pendix B for a detailed calculation�.

Since the number of scatterings grows proportionally to
time, G can be expected to decay with �. The slopes of the
experimental data �Fig. 10� yield a characteristic time of
1670 �s for �T=1 °C and 400 �s for �T=3 °C. In order
to test the consistency of this approach, we have to evaluate
N��� as well as the angular mean value ��� and variance ��

2

of the phase shift ���� undergone by the wave scattered on
one rod, due to the temperature change. If we denote by � the
average length between two successive scatterings, the num-
ber of scatterings can be related to the time of arrival by
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FIG. 10. Analysis with 5-�s time windows for two different �T.
Influence of arrival time � on the amplitude of correlation G. Lines
correspond to the shot-noise model �Eq. �19�� for �T=1 °C �solid
line� and �T=3 °C �dashed line�.
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N��� =
L + c�� − �0�

�
, �24�

where �0 is the arrival time of the first pulse �ballistic time�
and L the thickness of the sample. We can then introduce �s
and �s, the time shift rate and the decorrelation rate due to
the scatterers only, respectively defined by

�s = � ���t�
��

�
�c→0

=
c���
��

, �25a�

�s = − � �G

��
�

�c→0
=

c��
2

2�
. �25b�

In the limit of a small decorrelations, Eqs. �23a� and �23b�
thus simplify into

�t = ��c

c
+ �s�� +

L − c�0

c
�s, �26a�

G

sinc��c

c

���

2
 = 1 − �s�� − �0 +

L

c
� . �26b�

Equations �26a� and �26b� provide a good indirect test of the
refined model. Indeed, �s and �s can be evaluated in two
independent ways, as displayed in Fig. 13. For each �T, we
calculated the best linear fit to the experimental data for �t as
a function of �, limited to the first 100 �s where the decor-
relation remains small. The time shift rate �s was then calcu-
lated independently from the slope of the fitting and from its
ordinate at the origin �Fig. 13�a��. Negative values were
found for �s, indicating that when temperature is decreasing,
the rods tend to make the waves traveling faster. For �T
=1 °C, for instance, the rate of time shift is roughly equal to
−1.3	10−4, which means that the scatterers induce an addi-
tional time shift of −1 �s for every 13 000 �s of travel in
the sample. This value can be compared with the rate of time
shift due to propagation in water, �c /c, which is of the order
of 1.8	10−3 for a 1 °C decrease of temperature. So, in terms
of time shift, the effect of the scatterers is about 10 times
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FIG. 11. Scattering properties of a steel rod in water at 25 °C
�c=1.5 mm /�s�. �a� Total scattering cross section versus fre-
quency. Two resonances can be seen at 2.75 MHz and 3.35 MHz,
respectively. Note that the first resonance manifests itself as a dip,
rather than a peak, because of interferences between the elastic and
rigid responses of the rod �see Ref. �24��. �b� Amplitude of the
scattered wave at 3 MHz versus the scattering angle �. �c� Phase of
the scattered wave at 3 MHz versus the scattering angle �. �d� Phase
shift undergone by the scattered wave due to a change �c /c
=−0.184% of the sound velocity in water at 3 MHz.
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FIG. 12. Example of two paths of N scatterings through the
sample with the same total length. Path A is a set of scatterings with
angles ��1

A ,�2
A , . . . ,�N

A�, path B with ��1
B ,�2

B , . . . ,�N
B�. From the shot-

noise model point of view, both paths are identical, because of the
same length. In the refined model, they are discriminated because
their set of angles are different.
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smaller than that of the water, which makes �s difficult to
measure accurately �see Fig. 13�a��.

For the rate of decorrelation, �s, the same procedure was
followed. The agreement between the two evaluations is ex-
cellent, and �s is found to increase with �T. For �T=1 °C,
we found �s�0.6	10−3 �s−1. For comparison, the rate of
decorrelation due to propagation in water only is zero.

C. Influence of the frequency

In this section, we study the influence of the frequency on
�s and �s. To that end, the multiply scattered signals are
digitally bandpass filtered. Fifteen 0.2-MHz-wide frequency
bands with central frequencies ranging from 2.5 to 3.9 MHz
were used. As we mentioned before, the use of an array is
particularly important for narrow-band experiments. The du-
ration of the time window is kept small �here ��=10 �s� in
order to achieve time-resolved measurements and still con-
sider that I��� is approximately constant at that scale. Yet
because of the smaller frequency bandwidth, the correlation
time �c of the filtered signals is larger �typically �5 �s�.
The ability to see the correlation peak emerge is therefore
reduced, and it would be impossible to detect it with a single
source-receiver pair. Once the signals are filtered, the time

shift rate �s and the decorrelation rate �s are determined as
previously, except that we now have frequency-dependent
measurements.

The experimental results clearly point out two frequency
bands �around 2.7 and 3.3 MHz� for which the scattering
medium exhibits a stronger sensitivity �Fig. 14�. Figure 15
presents the experimental results for �s and �s versus fre-
quency. The decorrelation rate �s shows a particularly strong
frequency dependence, especially around 3.3 MHz. As to the
time shift rate �s, its frequency dependence is less pro-
nounced.

The two frequency bands for which the decorrelation is
stronger correspond to resonance frequencies of the scatter-
ers, as can be seen from the plots of the scattering cross
section �Fig. 11�a��. The variations of �s with frequency are
particularly interesting: the second �and thinnest� of the reso-
nances �around 3.3 MHz� is clearly revealed by the correla-
tion experiment, whereas it could not be detected with a
classical spectroscopic measurement of coherent transmis-
sion �23,24�. Indeed, experimental measurements of the elas-
tic mean free path �e did not reveal the second resonance
because it is very thin ��5 kHz—i.e., 0.15% of the reso-
nance frequency� and its amplitude is not large enough. It
would require a very fine frequency resolution, hence a very
long recording time and a significant signal-to-noise ratio
during that time. This cannot be easily achieved with trans-
mission measurements of the mean free path, because in or-
der to see the coherent wave emerge from experimental mea-
surements, a significant amount of configurational averaging
is necessary. From a practical point of view, fluctuations can-
not be entirely suppressed, at least not over the time interval
needed to see such a thin resonance. In addition to this, the
polydispersity of the rod diameters �the ratio of the standard
deviation to the mean value is approximately 1.5%� tends to
blur out the thinnest resonances.

However, in the coda correlation experiments we discuss
here, the relevant parameter is not the scattering cross sec-
tion or the mean free path, but according to the refined
model, the variance of the phase shift induced by a small
temperature change. And this variance happens to be so huge
around the second resonance frequency �Fig. 16� that even
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FIG. 13. Test of the refined shot-noise model. For each tempera-
ture decrease �T, the rate of time shift �s due to scatterers �a� and
the rate of decorrelation �s due to scatterers �b� are calculated in
two independent ways: from the slope �solid squares� and the ordi-
nate at the origin �open squares� of �t versus � and G versus �,
respectively. The two estimations are very consistent with each
other.
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though it is partially erased by polydispersity and by the
relatively poor frequency resolution, it is far from being en-
tirely washed out: the second resonance even has a stronger
impact on �s than the first one, which is confirmed by ex-
perimental measurements. Because of this effect, a particular
resonant frequency of the scatterers that could not be de-
tected from classical measurements of the mean free path is
clearly revealed by measuring the dynamic sensitivity of the
multiply scattered waves to a very small temperature change.

So far, our indirect test of the refined shot-noise model
has allowed us to check the consistency of the mechanisms
invoked to explain the decorrelation without any knowledge

of the exact scatterer’s behavior �i.e., without knowing ���,
��, or even � and c�. However, from the perspective of using
the study of decorrelation as a spectroscopic tool, a more
quantitative validation of the model is needed. In other
words, can we predict the correct values of �s and �s in a
given frequency band? Inversely, what can we say about the
scattering medium from experimental measurements of �s
and �s? Despite the simplicity of the approximate expres-
sions in Eqs. �25a� and �25b�, answering these questions is
more difficult than it seems.

To begin with, in order to calculate a theoretical value for
�s and �s, ��� and �� must be known. We tried to measure
the phase variation of the wave scattered by one single rod
after a temperature change. Experimentally, these measure-
ments are very difficult, even on a limited domain of scatter-
ing angles, first because the biggest contribution to the phase
change is due to the change of the sound speed in water �first
terms of Eqs. �20a� and �20b��, which has to be subtracted
from the total phase. Moreover, the angles for which ����
varies the most are also those for which the amplitude of the
scattered wave �a���� is weak; consequently, the errors bars
on the phase measurements were huge �at least 30%�, and
even though greater variations around 2.7 and 3.3 MHz were
observed, the experimental measurements of ���� performed
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FIG. 15. Variation of the rate of time shift �s and the rate of
decorrelation �s as functions of frequency for a temperature de-
crease of 1 °C. As in Fig. 13, �s and �s are evaluated in two inde-
pendent ways: from the slope �solid circles� and the ordinate �open
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correspond to values found with the whole band of frequency. The
solid line shows the prediction for a reasonable model of the behav-
ior of a rod steel with temperature.
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FIG. 16. Calculations for a single rod �radius 0.4 mm, cL

=5.7 mm /�s, cT=3 mm /�s� when sound velocities in water and
steel are changing. �a� The phase shift induced by a change of
temperature as a function of the angle of scattering for three differ-
ent frequencies. �b� Corresponding variance ��

2 versus frequency. In
this example, parameters were chosen to simulate a temperature
change of 1 °C: �c /c=−0.184%, �cL /cL=5	10−4, and �cT /cT

=10	10−4. The thick curve in �b� takes the effects of the polydis-
persity and the frequency averaging into account.
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on a single rod were too imprecise and did not cover all
scattering angles. An alternative is to evaluate ��� and �� by
numerical calculation of the pressure scattered by a steel rod
immersed in water �36�. The physical parameters of the rods
are the following: its diameter d; its mass density � relative
to that of water; the velocity of sound in water, c; and the
longitudinal and shear velocities of sound in steel, cL and cT.
How these parameters change with temperature is a tricky
question, the answer to which has a strong impact on ��� and
��. The effect of the temperature on d and � can be crudely
estimated and is found to have a negligible impact on the
scattering properties of the rod. The temperature dependence
of the velocity of sound in water has been widely studied.
But the variations with temperature of cL and cT in steel are
not well known and certainly depend on the way the rods
have been manufactured. In the case of aluminum blocks,
Weaver and Lobkis �11� reported values of d�ln�cL�� /dT=
−1.4	10−4 K−1 and d�ln�cT�� /dT=−2.7	10−4 K−1. As to
steel, the few experimental measurements we found indicate
a stronger sensitivity to temperature changes than for alumi-
num, as well as a strong dependence on the exact composi-
tion of the alloy. Typical values lie between −2.5
	10−4 K−1 and −10−3 K−1, with a stronger temperature de-
pendence for shear waves �37,38�.

Moreover, the relevant wave velocity c in Eqs. �25a� and
�25b� and the typical distance � between two scatterings are
not unambiguously defined. There are at least three possible
ways to evaluate �: the mean distance between two scatterers
�1 /�n=2.3 mm, with n=18.75 cm−2�, the elastic mean free
path �e, and the transport mean free path ��. There are also
different possible values for the wave speed c: the velocity of
sound in water, the phase or group velocity of the effective
medium, and the transport velocity. In the literature, the
number of scatterings in a path with length ct is often evalu-
ated as ct /��. The mean free path �� is a physical parameter
related to the average intensity. It indicates the typical dis-
tance after which the energy flux has lost the memory of its
initial direction. If �� was the relevant parameter in our case,
then logically the transport speed should be taken as the
relevant velocity instead of the velocity of sound in water.
Moreover, since at each step with length �� the memory of
the initial direction is lost, the mean and variance of the
phase shift should be calculated with the assumption of an
isotropic angle distribution: i.e.,

��� =
1

2�
	

0

2�

����d� , �27a�

��
2 =

1

2�
	

0

2�

����� − ����2d� . �27b�

This is in contradiction to the approach we followed �Appen-
dix B�, in which the mean and variance of the phase shift
take into account the anisotropy of scattering at each step.
The elastic mean free path �e can be taken as a reasonable
measure of the distance between two scatterings. In numeri-
cal simulations, it is usual to treat diffusive propagation as a
random walk with either a fixed step length �e or an expo-

nential probability distribution for the step length, P���
=e−�/�e /�e. At each new step, the angle is picked randomly
with a probability distribution proportional to the differential
scattering cross section �33,39�. This is closer to the ap-
proach we followed. By definition, �e is the extinction length
for the ensemble-averaged transmitted wave field: �����2
=exp�−L /�e� for a plane wave traveling a distance L in a
lossless scattering medium. The length �e is related to the
coherent wave—i.e., the ensemble-averaged wave. If �e is
chosen as the relevant parameter in our case, the relevant
velocity is probably the effective medium velocity, which is
also related to the coherent wave, rather than the transport
velocity, which is related to the incoherent wave. Depending
on the scatterers concentration, both velocities can signifi-
cantly differ from the ambient medium velocity �here
1.5 mm /�s� in the presence of resonant scattering; in this
sample, given the frequency resolution, the velocities do not
differ by more than 5% from 1.5 mm /�s.

As an illustration, in Fig. 15 for simplicity we chose to
keep c=1.5 mm /�s and to take �=�e as a measure of the
typical distance between two scatterings. The elastic mean
free path �e has been evaluated by Keller’s second-order for-
mula �23�. Given the uncertainty in the exact values for
d�ln�cL,T�� /dT and the experimental error bars, other choices
for � and c can also have given reasonable agreement with
the experimental data. Whatever the choice of parameters
�within sensible limits� all theoretical calculations show a
stronger sensitivity for both resonances, particularly the sec-
ond one.

Another way to analyze the experimental data is to con-
sider the dimensionless ratio �=��s /�s. The advantage is
that, according to Eqs. �25a� and �25b�, � equals 2��� /��

2

and hence depends only on the elastic properties of the rods.
Therefore the ambiguity about the relevant choice for the
velocity and average distance between scatterings is re-
moved. We can try to fit the experimental values of � with
only two adjustable parameters d�ln�cL�� /dT and
d�ln�cT�� /dT. In Fig. 17, we took d�ln�cL�� /dT=−5
	10−4 K−1 and d�ln�cT�� /dT=−10−3 K−1. However, except
around the second resonance, the experimental errors bars
for � are so large that the value of the fit may be question-
able. It should also be noted that when the phase shift � is
too strong or varies too abruptly �and this is the case around
the second resonance, even for moderate temperature
changes�, the approximate relations �25a� and �25b� do not
hold anymore and more complicated expressions have to be
used; this is detailed in Appendix B.

Once reasonable values for d�ln�cL�� /dT and
d�ln�cT�� /dT are obtained from the study of �, the typical
time between two scatterings, �s=� /c, can be calculated ei-
ther from �s ��s= ��� / ���s�� or from �s ��s=��

2 / �2�s��. As
both �s and �s are determined in two independent ways �from
the slope and the ordinate at the origin of the linear fit�, it
gives four independent estimations of �s. However, these
four estimations appear to be consistent only when the error
bars on �s and �s are small enough, which occurs around the
resonances �see Fig. 15�. We find orders of magnitude for �s:
between 0.5 and 3 �s in the 2.5–2.8-MHz band and between
1 and 5 �s in the 3.2–3.5-MHz one.
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IV. CONCLUSION

We have investigated the effect of the temperature on the
multiple scattering of ultrasound through a sample of reso-
nant scatterers. By calculating the cross correlation between
signals at different temperatures, we followed the evolution
of the amplitude of correlation G and of its time shift �t
when the temperature was changing.

The main effect of the temperature change, as already
observed �3,6,11�, is a dilation of the times of arrival due to
a change of the velocity of sound, whose impact on the cor-
relation is a linear dependence of �t as a function of the time
window position � �see Fig. 9�. Because multiply scattered
waves travel in the sample over long times, this effect can be
used to monitor the evolution of �c /c with an excellent ac-
curacy. With our particular experiment, for which the sam-
pling frequency was 160 MHz and coda’s length was
300 �s, the smallest change in �c /c one can measure is of
the order of 2	10−5. It means that a temperature change as
low as 0.02 °C can be detected.

The results we present show that small variations in the
behavior of the scatterers, due to the temperature change, are
also detectable by DAWS and that their effect can be sepa-
rated from the aforementioned “bulk” effect. We have em-
ployed two parameters intrinsic to the sample: the rate of
time shift �s and the rate of decorrelation �s, which account
for the role of the scatterers in the time shift and the ampli-
tude of correlation, respectively. Moreover, taking benefit of
our 128 channels of acquisition, we have been able to inves-
tigate the frequency dependence of the cross correlation. The
decorrelation �and, to a lesser extent, the time shift� appears
to be significantly stronger for two particular bands of fre-
quency, which correspond to resonances of the scatterers.
The ability of DAWS to clearly detect the second of these

resonances is of particular interest, as the latter is too narrow
in frequency to be detected by standard spectroscopy mea-
surements. This better sensitivity of DAWS can be explained
by the fact that it relies on correlations, which are mostly
affected by phase changes, whereas other techniques are sen-
sitive to the scattering cross section of the scatterers. It so
happens that for the second resonance the effect of the slight
change in the medium has a much stronger impact on the
phase shift of the waves than on their amplitude.

We have also proposed a simple model which relates the
decorrelation to the variance of the phase shifts induced by
the temperature change. Reasonable agreement between the
model and the experimental results was found. In particular,
the physics of the model accounts well for the main obser-
vation: decorrelation is large when the variance is large.
However, the complete inverse problem has not been solved
and we cannot extract from the data reliable values of �s,
�cL /cL, or �cT /cT, for example. This method is thus inter-
esting, but suffers from a lack of average �and hence from
large error bars� because the disorder of the medium is fixed
and it is necessary to work with measurements resolved both
in time and in frequency. An improved setup could consist of
two arrays of 128 transducers or of a sample offering natural
averaging, as a suspension of moving scatterers.
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APPENDIX A: INFLUENCE OF THE NOISE ON THE
CORRELATION

We wish to evaluate the influence of additive noise on the
degree of resemblance G between two deterministic signals
f�t� and g�t�. Ideally we have

G =
	 f�t�g�t�dt

�	 f2�t�dt�	 g2�t�dt

. �A1�

Suppose the measurements are corrupted by additive and un-
correlated zero-mean noises n1�t� and n2�t�, with the same
power spectral density N���. The statistical average of the
numerator is ���f�t�+n1�t���g�t�+n2�t��dt�=�f�t�g�t�dt,
while at the denominator we have ���f�t�+n1�t��2�
=�f2�t�dt+ PN with PN=1 /2��N���d� the total noise power
in the frequency bandwidth ��. If we assume that the two
signals have equal total power PS=�f2�t�dt=�g2�t�dt, then
the effect of additive noise is to lower the true value of G by
a factor of PS / �PS+ PN�.

The perturbations may originate from electronic noise,
quantization noise, etc. The power spectral density of the
noise may be estimated by a Fourier analysis of the signals
recorded before the arrival of the scattered signals. As to PS,
naturally it decays with time. The resulting noise-to-signal
ratio PN / PS depends on the frequency band and on the time
window selected in the coda. For instance, 200 �s after the
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FIG. 17. The dimensionless coefficient �=��s /�s is expected to
depend only on the elastic properties of the rods, allowing us to
estimate d�ln�cL�� /dT and d�ln�cT�� /dT independently from the
choice made for the distance � between two scatterings and the
relevant speed c. The experimental error bars are too large for a
precise determination, but d�ln�cL�� /dT=−5	10−4 K−1 and
d�ln�cT�� /dT=−10−3 K−1 give a reasonable agreement.
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ballistic arrival, its highest value is 0.01 �around 2.4 MHz�
and between 2.8 MHz and 3.6 MHz it is below 4	10−4. In
the very late coda �400 �s after the ballistic arrival� and at
the edges of the frequency band �2.4 MHz or 4.2 MHz� it
attains 0.1 at most.

APPENDIX B: THE REFINED MODEL

Within the refined model, the Fourier transform of the
scattered signal h�t� at the initial temperature is

H��� = E����
n

Cn���e−i�tn, �B1�

where E��� is the spectrum of the incident pulse and Cn���
is a complex amplitude specific to each scattering path.
When the temperature is changed, we have

H���� = E����
n

Cn����e−i�tn�, �B2�

with tn�= tn�1+�c /c�. Previously it was implicitly assumed
that Cn��� was real and constant; the refined model will in-
corporate the effect of successive scatterings on the ampli-
tude and phase of each path and its temperature dependence.

A particular path is characterized by its “geometrical”
time of flight tn and a sequence of scattering angles
��1 ,�2 , . . . ,�N�. The �i and tn are treated as independent
random variables uniformly distributed on
�−� ,�� and ��−�� /2,�+�� /2�, respectively �in the dy-
namic experiments, �� is small enough for the time-of-flight
distribution to be constant�. Denoting a��� the complex am-
plitude of the wave scattered by a single rod, we have

�Cn� = � 1

2�
	 a���d�N

, �B3�

�Cn
�Cn�� = � 1

2�
	 a����a����d�N

, �B4�

with a� the amplitude of the scattered wave at the new tem-
perature. Assuming that scattering paths p and n �n�p� are
statistically independent yields

�H����H����� = �E����2�
n

�Cn
�Cn���e

i�tn�c/c� . �B5�

Upon normalization, in a monochromatic experiment we
have

�H����H�����
���H����2���H�����2�

= � 	 a����a����d�

�	 �a����2d�	 �a�����2d��
N

.

�B6�

Let us introduce p���=���������� /��T�T� with �T the total
scattering cross section and ���� the differential scattering
cross section. Given the orders of magnitude for the velocity
perturbation ��c /c
0.76%�, the total scattering cross sec-

tion �T remains practically unchanged when the temperature
is decreased and the effect of the velocity change is mostly
on the phase rather than on the amplitude of the wave scat-
tered by one rod, so that we may approximate p���
����� /�T. Under this approximation, p��� can be inter-
preted as a probability density function for the scattering
angle of a random walker. Getting rid of unnecessary con-
stants we obtain

FT�g�t�� = sinc��c

c

���

2
�exp�− i�

�c

c
��

	�	 p���e−i����d�N

, �B7�

with ����=−Arg�a�a�� the phase shift undergone by the
wave scattered by one rod when the temperature decreases
from T to T−�T. Compared to the first shot-noise model, the
multiplicative term XN= ��p���e−i�d��N induces a correction
both on the time shift and on the correlation amplitude G,
and this correction will increase with the scattering order—
i.e., with time. The new time shift and correlation amplitude
are given, respectively, by

�t =
�c

c
� −

N Arg�X�
�

, �B8a�

G = �X�Nsinc��c

c

� ��

2
� . �B8b�

For temperature changes small enough so that e−i��1− i�
−�2 /2, the correlations can be expressed as functions of the
mean value and variance of �:

�t �
�c

c
� +

N���
�

, �B9a�

G � sinc��c

c

� ��

2
��1 −

1

2
��

2�N

,

G � sinc��c

c

� ��

2
��1 −

N

2
��

2� . �B9�

Alternatively and independently of p���, if N is large enough
to assume that �� has Gaussian statistics, we have

��e−i�����e−N/2��
2
, which yields the same result for G in the

limit of small decorrelation �N��
2 �1�.

Actually the distribution of scattering angles p��� and the
variance ��

2 strongly depend on frequency, particularly
around the resonances, and the experiments are not really
monochromatic. In the time domain, the correlation �g�t��
can be obtained via an inverse Fourier transform:

�g�t�� =
1

��
	

�−��/2

�+��/2

d� sinc��c

c

���

2
�

	exp�− i���c

c
� − t�XN��� . �B10�

For small values of �� or of �c /c, the additional delay
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N Arg�X� /� may be reasonably constant in the frequency
band �in practice, this condition is fulfilled for the data pre-
sented in this article, except around the second resonance of
the rods, for which the complete �B10� was used�. If such is
the case, the maximum value of �g�t�� will be given by

G =
1

��
	

�−��/2

�+��/2

d� sinc��c

c

���

2
��X����N. �B11�

For the “dynamic” experiments, we took ��=5 �s or
10 �s. Given the orders of magnitude for �c /c and the
maximum frequency band �2.4–4 MHz�, the sinc function
may be taken out of the integral and replaced by its value at

the central frequency. In the limit of small temperature
changes we have

G = sinc��c

c

���

2 ��1 −
N

2

1

��
	

�−��/2

�+��/2

��
2d�� .

�B12�

So, under the previous approximations, in a wideband ex-
periment the important parameter for the loss of correlation
is the frequency-averaged variance of the temperature-
induced phase shift undergone by the wave scattered by one
rod.
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